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We present a microscopic description of the vibrational spectroscopy of the OH stretch of HOD in liquid
D,0. Our model predicts that OH frequency correlations decay with a sharp and rephdf§) decrease,
followed by a beat at=125 fs from intermolecular oxygen vibrations. On a short time sca9( fs), ultrafast
infrared spectroscopy of the OH stretch is sensitive to localized intermolecular motions. For times longer
than~200 fs, cooperative molecular rearrangements drive dephasing. The interplay of electric field fluctuations,
both local and cooperative, dictate vibrational frequency shifts and destroy vibrational coherence in water.

I. Introduction and its proximal hydrogen bonding partner (bonded to H) and
) ) o ) the remainder of the liquid.
Hydrogen bonds are the scaffolding of life, bridging adjacent Experiments and computer simulatidhg? have found that

strands of nucleic amdsf, stiffening protlflnfsr,]and functlonaI|2|rr]1g on molecular length scales water molecules undergo fast (tens
enzymes. Liquid water forms a network of hydrogen bonds that ot fomoseconds), localized intermolecular vibrations, but on

connects molecular participants together. By simulating empiri- length scales larger than one solvation shell, descriptive variables
cal models of water, researchers have made substantial progresga no longer molecular in origin. This is the regime of density

in identifying the molecular motions and fluctuations that 5 polarization fluctuations, where groups of molecules move
generate fleeting fractures in the network and entice moleculesin, concert. Such long-range fluctuations can cause instabilities
to “change allegiances” by trading hydrogen bonding partérs. i, 5 hydrogen bond and force molecules to find new hydrogen

Unfortunately, experiments by themselves have been relatively bonding partners, thereby reorganizing the local structure.
unfruitful in revealing truly microscopic motions in water.

Thermal averaging in linear spectroscopies and scatteringCo
experiments makes it impossible to detect signatures from
groups of molecules in subtly different environmehts.

Competition between localized microscopic motions and
operative rearrangements are two key players that control
chemistry in solution. A specific example where collective

motions of water molecules dominate observables that are

Eowe.\t/)er,t.provllotled thtgre 'Sf a well-defmeéj ;ﬁlatlcinsh;p bet‘?’?ﬁ” ostensibly molecular comes from electron transfer and solvation
€ vibrational transition irequency an € structure ot the dynamics'® In the Marcus scenario, long wavelength electric

molecular liquid, nonIinear-IR spectroscopy overcomes t_his field fluctuations drive electron transfer and stabilize the
obs_tacle by coherently pre_parlng_molecules in spectra_lly distinct reactants and products of a chemical reaction when the
_envglronments_ and measuring their subsequent relaxation dynamy, ; icinants are adjacent to one another in the liquid Host.
ics.” From t.h's perspectlve,_the frequency_ becomes_ a_mark_er Vibrational spectroscopy of the hydride stretch in water has
through which one can monitor th‘? dynam|_cs of t_he liquid as it traditionally focused on the role of local hydrogen bonding
moves th“’”?h its myriad of possible confl.guratllons. interactions. The earlier work of Badgéand RundI&® identi-

The coordinates that are often used to identify a hydrogen fieq quantitative relationships between the degree of hydrogen
bond between two water molecules depend only on the relat'Vebonding and the OH stretch frequenayo), but in 1974
distance and orientations of two molecules (see ref 3, for Ngyakié showed that for hydrogen bonding solids there is a
example). On the length scales of these connectier®s &), strong correlation between the interatomic oxygemrygen
one imagines that the avallabllllty of near.by.hydrogen bonds gistance between hydrogen bonded pdRss (Figure 3), and
dictates thg structure and dyrlamlcs of t_he liquid, but a hydrogen .. Eager to observe hydrogen bond breaking in real time,
bonded pair also interacts with more distant partners through aexperimentalists turned to time-resolved transient hole burning
network of hydrogen bonds. The fluctuations of the network (THB), a technique popularized in the studies of structural
can entice the hydrogen bonded pair to sever its hydrogen bondgynamics in low-temperature glasses and biological photochem-
and accept new bonds from new partners. It is from this istry.1:18 |n these experiments, a narrow band pump pulse
viewpoint that we describe the molecular environments in water satyrates a fraction of the molecules in a broad absorption band.
in terms of local and collective field fluctuations. We imagine Thermal agitation causes molecules to lose memory of their
that there is at least a conceptual separation between the HODpjtial environments. When this happens, their frequencies shift
and the spectral “hole” fills back up. If the lifetime of the
* Corresponding author. E-mail: tokmakof@mit.edu. transition is much longer than the time scales for spectral
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diffusion and the dynamics are linear, linear response theory Il. Methods
relates the rate of spectral relaxation in a THB experiment to To relate vibrational frequency to microscopic coordinates,

the equilibrium frequency quctuatlgﬁs. ) ~ we developed an atomistic model that makes suitably accurate
In 1991, Lauberau published the first IR transient hole burning predictions for vibrational spectroscopies but retains a faithful
experiment on the OH stretch of HOD in liquidD, a model  gescription of the bulk and structural properties of the liquid.
system for studying dynamics in water with IR spectroscopy. \we used a conventional water potential (SPEJE) model the
From his data, he inferred a time scale for single hydrogen bond transiations and rotations of the water molecules. The SPBC/E
breaking and multicomponent structural rearrangement becausqyodel of water places point charges on each of the atomic
he assigned spectral components to different types of hydrogenpositions to mimic the averaged electronic distribution, and a
bonds!® The study reports several time scales for spectral | ennard-Jones site resides on the center of the oxygen atom to
relaxation in water, but the shortest time scale they report is provide an excluded molecular volume. Simulations using this
close to their time resolutior™(1 ps). Other THB experiments  potential reproduce thermodynamic, bulk transport, and struc-
give a time scale between 500 ard00 fs for the long time  tyral data for water with marked accuracy, including the
component of spectral diffusidfi:** These experiments argued  giffusion constant, liquie-vapor coexistence line, and low
that the 700 fs to 1 ps decay corresponds to the hydrogen bondrequency dielectric constant. Because the vibrational temper-
kinetic making and breaking rate between HOD and its hydrogen ature for the hydride stretches and bends is large, we maintained
bonding partner; however, such an interpretation relies heavily the conventional use of the potential by keeping all intramo-
on a strong correlation between the geometrical variables thatjecular distances and angles rigid but modified the potential to
identify a hydrogen bond andon that is unique and persistent  introduce the OH stretch as a single quantum mechanical degree
on the time scale so that the hydrogen bond remains imakct ( of freedom.
ps). For Laubereau’s interpretation to be accurate, there must The OH oscillator Hamiltonian must describe the vibrational
also be a strong correlation betweeiyy and the degree of  spectrum in the absence of any environmental coupling, so we
tetrahedrality in the first solviation shell of HOD. used a local mode gas-phase HamiltoRidor the vibration.
Recently, several computational studies on the nonlinear-IR Formally, the vibrational Hamiltonian contained three internal
spectroscopy of HOD in liquid BD have appeare®. 2’ These coordinates, one for each of the hydride stretches and one for
studies present a simple picture of vibrational dephasing, wherethe bend. The dominant intramolecular coupling in this repre-
the short time decay arises from fluctuations in the distance sentation is kinetic, which is proportional to the dot product of
between the center of HOD and its hydrogen bonding partner, the conjugate momenta for each internal coordinate divided by
and the long time relaxation measures hydrogen bond break-the atomic masses. One can safely ignore these perturbations
ing.2425 These investigations have argued for an entirely local because these coordinates are nearly orthogonal. The inverse
picture for vibrational spectroscopy in water, where the only mass-weighting further diminishes the importance of the kinetic
important participants are the HOD molecule and its hydrogen coupling$® relative to the environmental perturbations of the
bonding partner. A number of studies also have used molecularsolvent. Within these approximations, the vibrational Hamilto-
dynamics (MD) simulations to examine the relationship between nian is one-dimensional.
Roo andwoy in the liquid phase. The studies have determined  A. Calculating Vibrational Frequencies. One can partition
that the correlation betweeRoo andwon remains present but  the total Hamiltonian by separating the quantum mechanical
becomes more modest in the liqdtt?however, they ultimately ~ OH oscillator, or system coordinate, from all of the classical,
reach the same conclusion that the experimentalists do aboutor bath, degrees of freedom. The Hamiltonian acquires an
the long time decay of frequency fluctuations. additional term that couples the system and bath coordinates.
In this report, we develop a highly simplified microscopic  1he total Hamiltonian is
model for the spectroscopy of the OH stretch of HOD inliquid 1 = H({P} {Q}) + H({p} {a} .{P} {Q}) + H,({p} {a})
D,0. With this model, we find a reasonably good correlation 1)
between the OH frequency and the geometrical hydrogen
bonding variables, cos} andRoo, but this correlation is justa  Here,{P} and{Q} are the momenta and the atomic displace-
manifestation of the much stronger relationship between the ments of the vibrations in internal coordinates, §pHl and{ q}
frequency and the electric field that the molecules in the liquid are the generalized classical momenta and the coordinates for
impart on the proton. With the exception of the hydrogen the rigid body motion of the water molecules. The bath
bonding partner, molecules in the first solvation shell do not HamiltonianH, describes the translations and rotations of the
exert a large influence on the OH stretching frequency. Thus, molecules in the liquid, or the slow coordinates. The coordinates
IR experiments on the OH stretch are not sensitive to specific {d} and momentgp} come from a MD simulation oHp. Hs,
dynamics of hydrogen bonding partners not directly bonded to the system Hamiltonian, describes the vibrational spectrum of
the proton. We conclude that electric field fluctuations drive the isolated molecule. These vibrations are faster than the
the loss of vibrational coherence at all times. At short times, coordinates of the bath Hamiltonian, Bigis a function of the
these fluctuations reflect changes in local geometries betweenfast degrees of freedoniP} and{Q}. It has eigenstatesal)
HOD and its hydrogen bonding partner. Of course, local that satisfy the Scfidhinger equation,
geometrical reconfigurations are not independent from larger H a = e |al] )
length scale polarization and density fluctuations that dominate S &
relaxation on picosecond time scales. Electrostatics couple theséThe potential energy surface of the isolated HOD molecule is
two relaxation mechanisms. The vibrational dephasing of HOD anharmonic in the internal coordinat€€)}. The local mode
in liquid D2O closely resembles Marcus’ picture of electron description accurately models the anharmonicities of the po-
transfert® Our picture is highly suggestive of a reduced model tential energy surface and treats the kinetic couplings pertur-
for the vibrational spectroscopy of water, where the only batively. We ignored the kinetic couplings because, for HOD,
essential molecular feature is the hydrogen bonding interactionthese couplings are significantly smaller than those between the
between HOD and a single neighbor. vibration and the molecules in the liquid. With these approxima-
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Figure 1. (A) Schematic of the adiabatic separation used to compute the spectroscopy of HOD in li@uish®a comparison to the experimental
data for both the correlation functions (B) and (D) and the IR absorption line shape (C). The line skd@®isnt* wide (fwhm) and exhibits
some of the asymmetry in the experimental absorption experiment; however, it falls nearly 7éham of describing the quantitative spectral line
width and is shifted roughly 30 cm to the blue. The narrow spectral width is due partly to the underestimation of the width for the equilibrium
probability distribution function ofvon andP(won), displayed in the inset to (B). The correlation functions have a sharp intial drop, a beat, and a
long time decay.

tions, Hs is a one-dimensional Morse oscillator with eigenfunc- andu is the reduced mass of O and H. Computiépr each
tions X|allgiven by generalized Laguerre polynomi#lS hese configuration of the simulation is straightforward in the Veloc-
functions are the basis set for perturbation theory. ity —Verlet algorithm because one stores the forces at each time
The systembath HamiltonianHg, couples the vibration to  step of the simulation. Calculatir@ requires an additional cost,
the slower translations and rotations of the bath molecules. Forequivalent to the force loop. Analytical expressionsGappear
a given configuration of the bath variables, the total potential in the Appendix.
energy of the system is a function@f Often, the most practical The first and second terms Bfare the (mass-weighted) bath-
and computationally efficient way to finldg, is to fix the bath induced forces on the oxygen and hydrogen atom, respectively,
variables and expand the total Hamiltonian as a Taylor seriesin the direction of the OH bond. In general, the magnitude of
in the internal coordinates (and possibly momenta) and thenthe OH component of the force for the hydrogen is comparable
guantize therft in the adiabatic basis seigis usually a slowly to that of the oxygen, but the inverse mass-weighting makes
varying function of the system coordinates, and a low-order the second term larger. The forces on the hydrogen are purely
approximation, usually first- or second-order, is a good ap- electrostatic, so the vibrational frequency is manifestly sensitive
proximation. We truncate the expansion at second ord€} in  to the electric field evaluated at the proton. The dot product

so that the approximate systerbath Hamiltonian becomes with fon implies that electric fields in the direction of the OH
bond maké- the largest and hence are most effective at inducing
Hy, = FQ + GQ ©) frequency shifts.

Once we have the system-bath Hamiltonian, we solve the
To build theQ andQ? matrices, we used parameters from the time-independent Schdinger equation for the vibrational
local mode Hamiltonian of Reimers and Wéttand numerically eigenstates for the frozen or clamped configuration of the slow
integrated the eigenfunctions from Watson e’dfigure 1A is variables at time, r(t).
a diagram of the adiabatic scheme. We have chosen a notation

that is commensurate with Oxtoby?swhereF is the derivative HIW[r ()] 0= Sr (@)]1W]r ()]0 (5)
of the potential energy & = 0, keeping the center of mass
for the vibration fixed. The adiabatic solutiong¥[r(t)]Oare coherent superpositions
of the unpreturbed states,
F NVepdQAT}) ¢ _(Fo FH) @)
Q “orlmg ™ m, [Ir©IC= S ¢ (HIn0 (6)
n

Fo is the force on the oxygen (hydrogen) atam, is the mass
of the oxygen (hydrogen) atomgy = (ro — ru)/(Iro — rul), The coefficients carry the time dependence,
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c,(H) = MU W[r(0)]0 ) standard practic&,*1:34but it means that the expectation value

of the total Hamiltonian is not a constant of the motion. When
To calculate spectroscopic signals, we assume that the perturbathe Hellmanr-Feynman forces are neglecteds and Hy
tion is weak enough so that it does not induce transitions conserve energy in the adiabatic scheme trivially Hytdoes
between the unperturbed states. This amounts to making thenot. The standard deviation of the energy violation8H3 —

“pure dephasing” approximation that replaces the full time [MHE = M0 The actual value depends on the state of the

evolution operatorlJ(t), with its projected diagonal part](t) oscillator, but the more meaningful quantity is the difference

~ Y n[nnhjU(t)nlh| = Ux(t). The pure dephasing approximation between the HellmanaFeynman force on atorm when the

to U(t) fromeq 5 is oscillator is in the ground compared to this force when it is in
the first vibrationally excited state. The distribution of work

that the oscillator does on the solvent when it is promoted to
®) the first excited state is gi istributi
given roughly by the distribution of
won (inset of Figure 1B), and the width of it is related to the
Energy differences between vibrational states from eq 5 describevibrational Stokes shif® The standard deviation of this
spectral diffusion. Specifically, the OH frequency is the distribution is~100 cnT?, or about half ofksT. We plan to
fundamental transitiohwon(t) = Su(r (t)) — So(r (), where the address this issue by including the Hellmarteynman forces
subscripts denote the vibrational quantum state where the energyn a future publication.
is evaluated. If the frequency fluctuations are Gaussian and The Stokes shift is related to the difference in solvation free
fluctuations between levels and transition deOIe moments are energy between a molecule in the ground state and in the excited
harmonic? vibrational third-order response functions depend state. This energy has both electronic and vibrational parts.
solely on the frequency autocorrelation functidf,.(t) = Including the HellmanaFeynman forces between the oscillator
[Bwon(t) dwon(0)L) anddwor(t) = wor(t) — onll and the solvent would treat the vibrational part, but because
In this manuscript, we use second-order time-independentthe electronic degrees of freedom in the SPC/E potential are
perturbation theory to approximately diagonaltg To second fixed, we cannot capture the electronic part. Although the Stokes

U() = S Iy exp[— é [ dr (1)

order, the vibrational energies are shift of our system is on the order &§T, it is approximately
HiY k[UZ an order of magnitude smaller than that obtained from studies
@) _ |1 Hgy that examined the electronic solvation dynamics of a chro-

¢’ = MHgNCH Z - ©) mophore in watef®> Electronic excitation often significantly

€, € .
ki=k € Sk changes the electronic structure of the molecule and can make

nonpolar electronic chromophores polar in the excited State.
Even though the anharmonicity of the OH stretch is large,
vibrational excitation only occurs among the first three levels
in a third-order nonlinear-IR experiment. Excitation among these
levels should only induce a small perturbation on the molecular
electronic structure. The fact that the Stokes shift inferred from
experiment® is similar to that predicted from simulati&h
supports this notion.

Here, InO0and ¢, are the unperturbed states and energies,
respectively. The second-order term is usually smaller than the
first-order term, so first-order perturbation theory is reasonably
accurate. First-order perturbation theory provides simple expres-
sions for the vibrational frequency shifts Furthermore, dif-
ferences in the diagonal matrix elements@3rare smaller than
those forQ for low-lying vibrational states. If we neglect ti@&
term in eq 3 and ignore the forces on the oxygen atom, the

system-bath Hamiltonian is Our simulations neglected the processes of vibrational
relaxation and energy transfer. Unfortunately, serious funda-
Hep~ 2,QE mental inconsistencies arise when one attempts to compute
E=r energy transfer rates between classical and quantum degrees of
=foyE (10)

freedom?® Although improvised protocols exist for calculating
d these rates based on Landau and Teller's foriukm,more
satisfactory calculation likely requires elaborate quantum or
semiclassical dynamical rules that are beyond the scope of the
current study. Recent experiments find a vibrational relaxation
and energy redistribution time of around 706¥aVe expect

where the electric field&, appearing in eq 10, is that generate
by all the molecules in the simulation and their periodic images.
z4 is the charge of the proton. At this level of approximation,
Hsp is isomorphic with the first-order Stark shift Hamiltonian,

Hga= —#°E (11) the consequences of neglecting vibrational energy redistribution
to become most severe after this time scale.
which can be seen by making the substitution B. Simulation Details. We performed molecular dynamics

—uE=27,Qf o E (12) simulations of one HOD and 107,D molecules by repeated
# 2" o integration of Newton’s equation of motion using the Veloeity

We are using the self-consistent mean field method of Verlet algorithni® with a 3-fs time step and by applying periodic

adiabatic quantum mechantésut neglecting the forces of the boundary conditions to the molecular centers of mass. This time

i 4
quantal degree of freedom on the slow variables. One can solveSteP Kept the energy fluctuations 4al0™* of [HyL] We used

for these forces by app|ylng the Hellmaﬁﬁeynman theorem the SPC/E potentiéﬂ for the bath dynamics. The RATTLE

to the matrix elements ¢, with the adiabatic quantum states ~/90rithn¥ kept all bonds in the molecules rigid. The room-
in eq 5, temperature thermodynamic state point corresponds to a density

of 1.117 g/cd and a temperature of 298 K. Because we are
Fi(t) = [[r ()] |(— ViHy) [W[r ()]0 (13) not solving the equations of motion exactly, the velocities need
to be periodically rescaled to match the kinetic energy at
Here, Z(t) is the force from the quantum mechanical OH eqilibrium. By rescaling the velocities every 10 ps, we kept the
vibration on atom andV; is the gradient with respect to the kinetic energy near the equilibrium thermal value and ensured
position of atomi. Omitting the HellmanrFeynman forces is  that the rescaling interval was approximately an order of
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magnitude longer than that for dynamics of interest. Accurate fluctuations. These approximations are not quite satisfied for
calculation of dielectric properties requires careful treatment of HOD in D;O. Of course, the SPC/E potential that we have used
the long-range electrostatics that we computed using Ewald has been parametrized to reproduce bulk quantities in water and
summatior?® may not be quantitatively accurate for vibrational spectroscopy.
We identified the first solvation shell as the four nearest Atomistic models based on simple strategies nonetheless
neighbors surrounding the HOD molecule. Out of these, we reproduce many qualitative features @,,(t) and give an
determined the hydrogen bonding partner by selecting the largestexplicit microscopic model that we use to analyze the vibrational
value of cosg) out of the four nearest neighbors. This selection spectroscopy of HOD in liquid £D.
strategy allows one to assign a hydrogen bonding partner even Equipped with an explicit microscopic model, we examine

during transient fluctuations away from a hydrogen bond. the relationship between frequency and molecular hydrogen
bonding environments. Our analysis proceeds by defining a set
IIl. Results of physically motivated order parameters that classify the liquid

To ensure that our atomistic strategy for computing vibrational environment. We then look for statistical correlations between
frequencies captures essential features of vibrational spectrosthese order parameters angy. After establishing the statistical
copy, we compar€,,,(t) and the absorption line shape to recent significance of our chosen order parameters, we identify a set
experiment$2 The absorption spectrum is proportional to the of relevant order parameters, those that are strongly correlated

Fourier transform of the dipotedipole correlation functioA%41 with won, and then compare the characteristic time scales of
frequency fluctuations to those of the relevant order parameters.
o(w) O a)f‘” dt ei“’tm(t)-,u(O)D (14) A. Role of the Hydrogen Bonding Partner.Our atomistic

model allows us to explore the connection betweegp and a
hydrogen bonding structure in detail. Let us suppose that one
could select a distribution of molecules by labeling them with
a short pulse laser that has arbitrary time and frequency
w i it resolution. Figure 2 is a three-dimensional plot of the probability
o(w) U “’ffoo dt e t@XF{_ RJo AU EA(r () — density of the atomic positions for the hydrogen bonding partner
ot on the red, middle, and blue sides of the absorption line,
Lf’)o(f(t'))]ﬁé(t)'e(o)@? ' (15) calculated from our simulations. Each column in Figure 2 is
the collection of molecules in a 50 ciwide bin about the
In eq 15,&(t) is the unit vector of the OH bond at timeThe selected frequencies (3300, 3450, and 3600%nisosurfaces
vibrational lifetimeT; is included as an empirical factor that represent the full width at half-maximum surface for the atomic
represents how the flow out of the populatidill| affects the  density of the hydrogen bonding partner’s hydrogen (white) and
coherenceOll1|. The numerical value of; that we have used  oxygen (red) atoms. Progressing from the red side of the line
comes from recent pumiprobe experiment&“2and is 700 fs.  to the blue side of the line, the oxygen density goes from being
The averages over the vibrational state of the molecule and thetightly localized to being diffuse. All the surfaces seem to exhibit
rotational states of the molecule are independent because wenearly azimuthal symmetry about the OH bond. The hydrogens

The time-evolution operator from eq 8 yields the OH absorption
line shape in the adiabatic picture as

did not _include ro-vibrational coupling._ o of the nearest neighbor point away from the HOD molecule
The line shape computed from the simulation is roughly the and do not significantly shift the frequency on the red or the
same shape as the experimentally measured one swOsnT* middle of the band. For these regions of the spectrum, the shapes

too narrow (fwhm). The reason for the discrepancy most likely of the distributions of the neighbors’ hydrogen atoms are similar.
lies in the width of the frequency distribution. This distribution  On the blue side of the line, however, the hydrogen atoms of
is 265 cn! wide (inset to Figure 1B), so spectral diffusion the hydrogen bonding partner become more important, filling
can only narrow it. The experiment@l,,,(t) evaluated at = 0 the space that the oxygen atom does in the strongly hydrogen
provides an estimate for the mean squared value of theponded case. We imagine that the structure that these densities
distribution that is nearly 60% larger than that computed from depict comes from a progressive weakening of hydrogen bonds
the simulation. in moving from the red side to the blue side. It is obvious from
The correlation function from simulation decays, initally with  these surfaces th&o is not the only coordinate that determines
a fast time constant of 35 fs, has a beat that peaks near 125 fsyy,. Moving from red to blue, the correlation with the hydrogen
and has a long time decay ef600 fs. Figure 1 compares the bonding anglep, becomes more significant &0 becomes
experimental and simulate@,,(t). The correlation function  |ess significant. A successful variable that describes the relation-
extracted from the experiment decays with a fast time constant, ship betweenvoy and the local intermolecular structure must
exhibits a beat that peaks at 180 fs, and has a long time decayat least be a function dRoo ando.
of 1.4 ps. Given the simplicity of our approximations, the Recall thatRop anda are convenient descriptors of hydrogen
agreement between experiment and simulation in Figure 1 for bonding in computer simulations. To examine the relationship
both the absorption spectrum a@j,(t) is notable. Because  petween hydrogen bonding coordinates and the frequency, we
there have been several different approaches to computing thecomputed joint probability distributions ofvoy and local
IR line shape andC,,(t) with classical molecular dynamics  hydrogen bonding variableBoo and cosg). Figure 3 shows
potentials that all achieve similar results, the disagreementthe results. We calculated the joint probability distributions by
between the simulation and experiment probably does not making bivariate histograms of the order parametersagd
highlight a problem with the adiabatic approach to the frequency The correlation coefficient,
calculation itsel£>26There are several approximations that one

has to make to extradf,.(t) from the experiment. Strictly X — B(woy — oyDO
speaking, the IR3PEPS experiment can only ext@gt(t) P= - : (16)
reliably when the pulses have infinite bandwidths, the frequency \/EOX — ) Mooy — e D0

fluctuations obey Gaussian statistics, and the lifetime of the
excited state is very long on the time scale of frequency quantifies the staistical correlation between a chosen order
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Figure 2. Still lifes of hydrogen bonded configurations visualized through the OH frequency. This plot shows atomic probability densities of
HOD'’s nearest hydrogen bonding partner for various rangesoaf Surfaces represent the full width at half-maximum of the atomic probability
density for the neighbor’s hydrogens (white) and oxygens (red). The first row is the distributigi@®szc), which peaks at 3450 cmhand is 265

cm ! wide (fwhm). The arrows designate the OH frequency for each column. Numbers on the axes are distances in A for a coordinate system
centered on HOD'’s oxygen atom. The fourth row shows the distribution of molecular configurations, viewed from the perspective of the OH bond.
Spectral diffusion ofwoy is the time evolution over molecular geometries, depicted in this figure. The blue side of the line shows cleaved or
severely strained hydrogen bonds. Cleanhy; is not a simple function oRoo for all frequencies.

parametex andwop. If won is a linear function ok, then p? is independent of.. As a resultP(won,cosr)) is proportional

= 1. p is normalized to—1 for anticorrelated variables and to  to the average spatial density of the hydrogen atom at polar

+1 for perfectly correlated onep.= 0 can indicate statistical  anglea for a given value ofv. Such a spatial density directly

independence of and wop. reflects the distribution of hydrogen bonding geometries, shown
The statistical correlation betwe®ao andwoy is reasonably in Figure 2. The spatial volume corresponding to a small interval

strong = 0.77) but weakens at higher values of frequency in a, on the other hand, is proportional f&in(e)|. This can be

and OH--O distance. Several researchers have examined thisseen from the Jacobian that relates the two probability densities

relationship in detail with several different models and ap-

proaches to the frequency calculat®di®43 Their results are  P(COS@),wqyy) d(cosf)) dwgy =

virtually identical to those displayed in Figure 3B. Comparing P(ot,wgp)|sin(@)] do dogy, (17)
Figure 3 with the predictions from NovaRScrystalline data
suggests that the loss of the sharp correlation betWegrand For any nonsingular probability density(a,wor) must vanish

won In the liquid comes from the higher degree of molecular ato = 0. The fact thaP(won,0) peaks at nonzero. does not
disorder in the liquid. In the liquid state, molecules explore larger suggest that energy is minimized when hydrogen bonds are
hydrogen bonding angles) than they do in the crystal phase. slightly bent. To the contrary, the peakRfwon,cos@)) verifies
Figure 3 shows that, @00 becomes larger, deviations in the that the most probable hydrogen bonding configuration is linear
polar angleg, are more severe, weakening the hydrogen bond. for any value ofwon < 3450 cnrl.

We chose to focus on probability per unit of cagpecause B. First Solvation Shell and Tetrahedrality. Ice is a
the spatial volume corresponding to a small interval in@ps(  honeycomb network of strong hydrogen bonds, where each
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Figure 4. Joint probability distribution of tetrahedrality and OH
frequency. The poor correlation demonstrates that the OH frequency
is not a sensitive probe of local tetrahedral order in water. The
illustration on the right shows the numerical value of the order parameter
in a perfect tetrahedron and a disjoint, though mostly tetrahedral,
configuration. Typical values fog in the liquid lie between 0.5 and
0.944

where the unit vectors point from the oxygen of HOD to those
of the first solvation shell molecules and k.44 If the first
solvation shell forms a perfect tetrahedron about HQB; 1.

3300 3450 3600 3750 The average of] approaches zero in a dilute gas that prefers
2mC cm"' no local order. Typical values in the liquid range from 0.5 to

@o/. ( ) 0.9# Figure 4 shows that there is negligible correlation between
P((DDH,ROO) the OH frequency and the degree of tetrahedrality in the first

solvation shell.

C. Electric Field Order Parameters. The hydrogen bonding
variablesRop and cos) correlate reasonably well wittop.
However, as Figure 2 suggests, it is possible to devise a function
of these variables that exhibits an even stronger correlation with
won. To isolate the specific contribution of the hydrogen
bonding partner, we defined the electric field order parameter
Eo to be its electric field at the proton in the directionfef..

E; is the analogous quantity for all molecules in the first
solvation shelf? It is also useful to define the “collective”

o
w

R,,/Angstrom
N
[{=]

3300 3450 3600 3750 electric field,Ec, as the field on the proton from all molecules
except the hydrogen bonding partner by making the following
Won/21C (CM'1) decomposition,
Figure 3. Joint probability distribution for intermolecular hydrogen E.=E-E, (19)

bonding variable®oo and cosg) with won. The geometrical criterion

for hydrogen bonding identifies hydrogen bonded pairs on the basis of

the values oRoo and cosf). Part A definest andRoo and displays Figure 5 shows the joint probability densities for the electric
P(won,cos(r)). The correlation coefficient is-0.47. Part B is a linear field order parameterds, is more strongly correlated t@on
interpolation ofP(wown,cos()) to linear spacing im. It does not contain than eithefRoo or cosfr) (p = 0.89). Adding molecules in the

the Jacobian for the transformation and hence is nonzerc=a0. (C) first solvation shell shifts the position of the maximum of the
Roo shows the stronger correlation é&an, with p = 0.77, than does . [ . . .
cos@) in part A. At higher values ofvoy, the correlation between joint probability density but does not improve the cprrelatlon.
won and Roo grows weaker whereas that betweesy and cosg) Figure 2 shows that, on the red side and in the middle of the
becomes stronger. frequency distribution, the hydrogen atoms of the hydrogen

bonding partner point away from the HOD molecule. Because
molecule donates and accepts two bonds. In the liquid state,the hydrogen densities for the red and the middle of the
tetrahedral order persiéton the length scale of one solvation  frequency distribution are so similar, we can conclude that the
shell, but longer range crystalline order disappears. The hydrogen atoms are not important for determining the frequency
vibrational absorption spectrum of the OH stretch is slightly in these regions of the spectrum. In these regions, the oxygen
different in water and ice. In hexagonél)(ice, the IR spectrum  atom dominates the electric field at the proton and it is easy to
is broader and shifted to the red with respect to the liquid. This expressE, in terms ofwon and cos¢). When working in units
fact led Laenen and Lauberéaéfto hypothesize that the value  where the OH bond has a length of unity (A for SPC/E), we
of won describes the ordering, or degree of tetrahedrality, in obtain
the first solvation shell. We examined this hypothesis by looking
at the joint probability distribution abop with the tetrahedrality Roo cos@) — 1

d teiq, defined
order parametenq, defined as Bo (R002 +1 - 2Ry, COS©L))3/2
3 4

1\2
qg=1- —Z Z (cos@jk) + —) (18) On the blue side of the line, the hydrogen atoms of the nearest
=1kET1 3 neighbor begin to play a more pronounced role in perturbing

(20)



Electric Field Fluctuations and Vibrational Shifts J. Phys. Chem. A, Vol. 109, No. 42, 2008431

— 1.0 T T T T T T
E 01A
2
®
o -
c 1 —~
- S
—
g ® 5
a (&
uw -3 p=0.89
3300 3450 3600 3750
o = —
| L | L | L | L | L
_— 0 100 200 300 400 500
g 0 tfs
- Figure 6. Dynamics of molecular order parameters. As one would
g anticipate from the weak correlation betwespandwon, the dynamics
c -1 of g do not follow the dynamics ofvon at short times. The beat in
< C.w(t) is most pronounced iRoo.
—
% -2 that from the nearly collinear hydrogen bonding partner is
a diminished. The OH frequency is so sensitive to the hydrogen
™ p= 0.89 bonding partner that it is an insensitive probe of the remainder
-3 g of the molecular structure in the first solvation shell.
3300 3450 3600 3750 D. Dynamics.IR spectroscopy measures response functions
that in perturbative limits can be expressed in terms of
—_ equilibrium time correlation functions (TCFs), such@s,(t).**
E O c These equilibrium TCFs are the connection between simulation
g and experiment and describe the time scales of natural fluctua-
7] tions at equilibrium. Because intermolecular motions in water
g’ -1 are fast £100 fs), building intuition about vibrational spec-
< troscopy based on joint probability densities alone can be
- misleading. Plots such as Figure 2 are instructive to motivate a
© -2 set of meaningful order parameters but cannot not be relied on
a to provide a comprehensive picture of vibrational spectroscopy
W 3 p= 0.98 because they ignore the dynamics of molecular environments.
Understanding the spectroscopy in terms of molecular motions
3300 3450 3600 3750 lies in quantifying the relationship between thgnamicof the
relevant order parameters and the frequency. Joint probability
c cm'1 distributions and statistical correlations of the statics identified
U

a set of relevant order parametes, E., E, andRoo. Figure 6
(A) The electric field from the nearest neighb) is a function of is a plot of the normalized TCFs ffﬂoo andq for times Iess.
the intermolecular geometries investigated in Figure 3 but improves than 500 fs. Agj correlates poorly with frequency, the dynamics
the correlation betweemoy and eitherRoo or cos@) alone. (B) of g do not follow the dynamics abon. The correlation function
Inclusion of the electric field from all the molecules in the first solvation in Rpo, the interatomic oxygen distance, displays a more
shell shifts the position of the maximum of the probability density, but  pronounced beat than i@, (t).
it does not improve the correlation. (C) By including the electric field . .
from all molecules in the simulation and their periodic images, the E correlates strongly \,N'tb’OH’ and |t.s TCF bears remarkable
correlation coefficient nears unity. resemblence t&,,(t). Figure 7 highlights the short time part
of the normalized correlation functions for the electric field order

won. For these configurations, the approximate system-bath parameters. The local field correlatiol@q(t) dEq(0)Cdisplay
Hamiltonian is a dipole-dipole interaction between the dipole the same beat at125 fs seen irC,,,(t). The reason is that the
of the hydrogen bonding partner and the Stark dipole (eq 11) local field component in the direction of the OH bond is nearly
of HOD. This interaction introduces extra intermolecular parallel to the displacement d%o. The local electric field
variables, and there is no simple relationship betw&gmRoo, fluctuations between HOD and its hydrogen bonding partner
and cos). These diverse configurations seen in Figure 2 distort produce the beat il€,,(t), but their molecular origin is the
the probability distributions in Figure 5A,B on the blue side. hydrogen bond vibration between oxygen atoms.

Another simple electrostatic argument explains the weak The beat inC,,(t), [DEq(t) 0Eg(0)[] andRoo is also present
dependence aboy on tetrahedralityd). The OH bond is one in the velocity-velocity autocorrelation function of water.
leg of the hydrogen bonded tetrahedron in the first solvation Analysis of the velocity-velocity autocorrelation function has
shell. The remaining three legs of the tetrahedron are nearly revealed that the beat corresponds to density fluctuations in the
orthogonal to the OH bond, with an angle®109. Equation liquid that behave more like those of a disordered solid than
10 selects the component along the direction of the OH bond. those of a liquid. The “fast speed of sound” in water occurs
As a result, the relative contribution to the frequency shift of near the beat frequency and is about twice as fast as the speed
the remaining molecules in the first solvation shell relative to of sound of water in the hydrodynamic regime. The fast speed

Figure 5. Joint probability densities of electric field variables angh.
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Figure 7. Dynamics of order parameters based on the electric field at exponential decay after200 fs for qualitatively different order
the proton. Fluctuations along the hydrogen bond control the relaxation parameters is<600 fs. The long time decay &,.(t) characterizes
before~200 fs. The fluctuations of the local field follo®,.(t). The electric field fluctuations on longer length scales than the distance
collective electric field fluctuations resemble the dielectric response between molecules in the first solvation shell.

of water. A shoulder appears ne&60 fs from molecular librations

outside the first solvation shell. 14
12 — <IEH()SEy(-w)>
of sound in water corresponds to fluctuation wavelengths of 10 T T 10X <OE(0REL> |
~3—8 A 184749 This peculiar behavior can occur in simple 5 8
liquids too, but in liquid water at ambient conditions, it is Z 6l
fostered by hydrogen bondirg#8 A pair of hydrogen bonded : 4 :
water molecules balance the attractive electrostatic forces s AL
between the accepting oxygen and the donating hydrogen against g 0 ' _
the repulsive steric forces that keep molecules apart. The most © 5 | - T
probable intermolecular oxygen separation at equilibrium is less L
than the minimum of the steric potential. At the frequency of A
the beat, the repulsive interactions of oxygen atoms dominate 55 200 400 600 800 1000

the density fluctuations and give rise to an unusually high a/2me/em”

i i iS40
Einstein frequency and an underdamped oscillatitin’ Figure 9. Fourier transform of the cross-correlation function (dashed

Microscopically, these motions look like a stretch aldRgp. line) between the local and collective electric field fluctuations revealing
The collective electric field fluctuation®E(t) dE-(0)exhibit the phase relationship between these variables as a function of

a shoulder at60 fs from librational motions. The shape of frequency. When HOD and its proximal hydrogen bonding partner

this function is remarkably similar to what Lang et&F°have approach each other and the local field strength increases, the medium

measured for the solvation correlation function of an electronic PO/2rizes in the opposite direction to minimize the electrostatic energy.
The low-frequency peak, however, is in-phase with the local electric

chromophore in yvater. Additionally, Song and Char_ﬁﬂ’lbave _ field fluctuations. Because this part of the spectral density corresponds
shown that, for simple solute geometries, the solvation polariza- 1 the exponential decay of the electric field fluctuations, the change
tion response resembles the collective electric field fluctuations in sign from negative to positive indicates that the long time exponential
displayed in Figure 7. This observation further supports the decay of correlations in Figure 8 is cooperative. The dotted black line
notion that for vibrational spectroscopy of HOD in liquid® is the baseline, included for contrast.
the prominent molecular feature is the hydrogen bonding partner. . ) .
The remaining electric field fluctuations follow the dielectric compares the Fourier transform of the correlation function
relaxation of a linearly polarizable medium surrounding HOD Clw) = JZ,, dt C(t) exp(iwt) or the spectral density, fabEq(t)
and its hydrogen bonding partner. O0Eg(0)0] to that of the cross correlation function between the
Figure 8 focuses on the long time decay of the normalized local and collective electric field<Ceros{t) = OE(t)OE(O)L)
TCFs forwon and each of the order parameters. The long time The integral over the spectral density of the cross correlation

(>200 fs) exponential decay time is nearly the sam6QQ fs) function is negative.

for all of these functions, yet many of the order parameters are

qualitatively different. For example, the tetrahedrality, which ﬁ) * dw (:mos {0) = aCoes(t = 0) (21)
shows poor statistical correlation with the frequency and exhibits

different short time dynamics than frequency fluctuations, decays C.oc(t=0)

with the same long time constant as tha€gf,(t). The similarity Pee, = —crossr 7 (22)

in the decay after200 fs for such different measures of the
molecular environment suggests that this is the regime where
collective fluctuations dominate. Rearrangements of many pgg, is the correlation coefficient between the local and
molecules appearing in density and polarization fluctuations collective electric fields. The integral in eq 21 averages over a
destroy correlations for all of the order parameters af200 dynamical quantity Ceros{®)) to return a static onepgg,).
fs. Becausepe g, is negative, the local and collective electric fields
Analyzing the interplay between local and collective electric are anticorrelated, but Figure 9 shows that only part of the
fields sheds light on the types of molecular and cooperative spectral density is negative. The frequency dependence in Figure
motions that dephase the OH vibration. Specifically, Figure 9 9 reveals that the collective field counteracts changes that
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increase the field strength between HOD and its hydrogen
bonding partner when the frequency is larger than a few
wavenumbers. The high-frequency molecular motions, libra-
tions, and hydrogen bond vibrations polarize against high-
frequency changes in the local electric field. In other words,
the local electric field is shielded from the more cooperative
polarization fluctuations on short time scales. The zero frequency
peak inCeos{w) is positive. It corresponds to the long time
exponential decay ofs{t), indicating that the motions that
decorrelatds; andE, at long times are in phase with each other.
After ~200 fs, the TCF4IE(t) O0Ey(0)Uand [DEL(t) OEL(0)T
decay exponentially and the local and collective fields fluctuate
in concert with one another.

IV. Conclusions

We employed a simple adiabatic strategy combined with time-
independent perturbation theory to compute vibrational frequen-
cies of HOD in liquid DO with atomistic MD simulations. The
strategy is accurate enough to reproduce many salient experi-
mentally measured features of vibrational dephasing, is com-
putationally efficient, and lends itself to a straightforward
physical interpretation. The predictions of our model compare
well with recent experimental datdJoint probability distribu-
tions reveal statistical relationships among a set of physically
motivated order parameters that classify the liquid environment
and won. The correlation amongon and the variables that
describe local molecular geometries in the vicinity of the HOD
molecule ¢, cos(), Roo) is a manifestation of the stronger
underlying correlation betweenoy and the electric field at the
proton. The strong correlation betwesgy and the electric field
explains the weak connection between the frequency and the
tetrahedrality of the first solvation shell, as well as the nearly
azimuthal symmetry that Figure 2 displays about the OH axis
on the red side of the line. As Figure 7 shows, adding the electric
field contributions from molecules in the first solvation shell
does little to improve upon the correlation betwegsy andEg
alone. The molecular features are apparent on short length scales.

Classical electrostatic forces are dominant (over, for example,
dispersion forces) in determining the optical spectroscopy of
polar liquids. Solvation dynamics experiments, for example,
view the collective response of solvents in response to rapid
changes in the charge distribution of a chromophore. Treating Figure 10. Evolution of time and length scales in water. Initially, the
the solute’s environment as a linearly responding polarizable HOD molecule (center molecule) is hydrogen bonded to three partners.

medium often y|e|ds accurate predictions for the dynamiCS of Between 30 and 100 fs, the molecular motions are small, localized

solvation energy measured in experiments or computed in fluctuations in the hydrogen bond network. After 200 fs, corresponding
simulationss®:51 roughly to the correlation time @2,,,,(t), collective fluctuations destroy

. . . ) . o the structure of the first solvation shell. After 600 fs have passed, the
There is mounting evidence that vibrational dynamics in polar molecules in the first solvation shell have litie memory of their original
solvents are similarly governed by electrostatics. Rey and positions and new molecular partners attempt entrance to the first

Hynes* found that the electrostatic forces dominated non- solvation shell.

Coloumbic forces in their study of vibrational dynamics of the

CN~ anion in water. Kwac and CRdhave computed vibrational Previous experiment&}>545%and simulatio??2643work has
frequencies for small peptides by solving the Sclimger been driven by the empirical relationships built by Novék,
equation for the vibrational coordinate under the influence of Badger}* and Rundlé? but the spectroscopy of the OH stretch
the electrostatic potential from the peptide and solvent mol- of HOD in liquid D,O is much richer than previously imagined.
ecules. The physical picture we proposed in ref 32 and have IR spectroscopy measures transient electric field fluctuations.
described in detail in this paper is much simpler still: to a very At times prior to~200 fs, these dynamics characterize fluctua-
good approximation, instantaneous vibrational frequency shifts tions on short length scales. Any information obtained from IR
are directly proportional to the liquid’s electric field at a single spectroscopies about local hydrogen bond interactions between
point in spacer(y) projected onto a single directioidy). This HOD and its hydrogen bonding partner is unreliable after 200
connection is a powerful concept for interpreting and calculating fs because after this time the relaxation becomes collective.
spectral diffusion. Corcelli and Skinngtfor example, have Figure 10 is a chronological “time-elapsed photograph” of how
recently exploited the strong correlation between the vibrational time and length scales evolve in water over several hundreds
frequency and the electric field at the proton to devise a hybrid of femtoseconds and illustrates the changes in the liquid
QM/MM method for computing vibrational frequencies. environment between 0 and 600 fs. In this figure, the spatial
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positions of the atoms at an initial time blur over several frames applied even to simple systerfs®? Instead, one finds the
but provide a picture of the molecular mechanism for vibrational expansion numerically by evaluating the potential energy at
dephasing. The initial events (30 fs) are molecular-sized several small displacements of the internal coordinate, gaining
librations. Because these motions project weakly onto the OH a more exact representationaf, at the expense of computa-
bond, they do not show up i€,,(t). Through the fast time  tional efficiency. More importantly, it is much easier to analyze
decay and the beat (16@00 fs), the oxygen centers move a mathematical expression to determine which terms provide
appreciably C,,(t) andRoo reveal that these motions have an the largest perturbations than it is to backtrack through numerical
underdamped oscillation in the direction Bfo. By 600 fs, computations. As long as the coupling between the vibration
approximately the time scale for the long time relaxation of and the environment is a smoothly varying function, a low-
Cuo(t), there is little memory of the initial positions. In the last  order Taylor series approximation is sufficiently accurate. Direct
frame, a molecule attempts entrance into the first solvation shell. expansion scales &8(M — 1)(/7?), whereM is the desired

At times (>200 fs) in C,,(t), there is a crossover to expansion order and”is the number of atoms in the system.
exponential relaxation that includes both molecular participants It can be applied to systems with many atomic degrees of
and collective density and polarization fluctuations. As Figure freedom that define an internal vibrational coordinate, including,
9 shows, collective polarization fluctuations shield fas200 but not limited to, small peptides and proteins in solution.
fs) distortions of the local electric field. The characteristic ~ Begin with the derivative of the potential in internal coor-
shielding motions are the libration and hydrogen bond stretch dinates. The potential is a function of atomic Cartesian
of the D,O molecules and are out-of-phase with the local electric coordinatesyY = V(ry, ...,r ;). N is the number of atoms in the
field fluctuations. The long time decay, seen as a zero frequencymolecule. Allowk to be the number of equations of constraint
resonance in the cross-correlation spectrum, is in-phase withthat, for example, keep the center of mass of the chosen
the local electric field fluctuations. At long times, the relaxation coordinate fixed. Because the equations of constraint are
originates from large scale cooperative reorganization and notholonomic, the transformation equations between the atomic
from specific molecular motions such as hydrogen bond making coordinates and generalized (internal) coordinates are
and breaking, as some have suggestéel>>5®Previous pump

probe experiments have operated with a time resolution that is () =ry(Qq -, Qan-iit)
longer than the characteristic time of 208°f%:545%nd, hence, :
probe the time scale of collective polarization fluctuations. Only M@ =ry(Qu vy Qanied). (23)

recently have experimentalists performed measurements with

sufficiently short time resolution to observe dynamics that occur We assume that these equations, along withktequations of

on molecular length scal&$38:42.56.57 constraint, are invertible (the determinant of the Jacobian for
Our picture of vibrational dephasing in water resonates with the transformation in eq 23 is not singular). We are interested

the Marcus theory of solvation dynamics, where, by analogy, in the derivative of the potential with respect to some internal

the hydrogen bonding partner is an “inner shell” participant coordinate@Q;. It is convenient to express the derivative operator

whose dynamics are buffeted by a polarizing solVérur by using the chain rule for partial derivatives.

observations suggest that one may be able to understand the

physical origin and qualitative features in vibrational dephasing a N or;

experiments on hydrogen bonded systems with a highly simpli- = Z_'Vi (24)

fied model. For HOD in liquid BO, the model should have Q. &IQ

only the HOD molecule and the hydrogen bonding partner as

the essential molecular features. A linearly polarizable dielectric

should be a good representation of the rest of the molecules.

This picture may prove useful when one is interested in a

reduced description for the spectroscopy of complex systems

where fully atomistic simulations are computationally costly. aN—K

Such systems might include large proteins with side chains and D= Q— (25)

backbone atoms hydrogen bonded to the aqueous solution. £ '3Qi
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Heo(Qpr - Qo) = 5D
b\*1 3N—k JZ

Applying the operator in eq 24 to the intermolecular potential
provides an expansion in the set@fto any order. If there is
more than one generalized coordinadg, is a multidimensional
function whose expansion is facilitated by defining the operator,

(26)

Appendix: Expansions in Internal Coordinates

A practical problem emerges when one computes the deriva-whereM is the desired order of the expansion dbidis the
tives of the intermolecular potential in internal coordinates. operator in eq 25 raised to thh power; upon expansion, all
Internal coordinates are functions of bond stretches and anglespf the Q; in the derivatives are evaluated at their equilibrium
for example. However, the intermolecular potential is a function values in eq 26.
of atomic Cartesian coordinates. More generically, internal ~ We demonstrate this technique by solving for the hydride
coordinates are generalized coordinates that exclude overallstretch and give expressions ferandG used in the computa-
translation and rotation of the molecule. Particular subtleties tion. Recall that we wrote the system-bath Hamiltonian that
arise when one applies the chain rule of partial differentiation. couples the vibrations to the environment-ag= FQ + GQ?,

We illustrate the method employed to expand the hydride whereQ and Q? are both operators in the system eigenstate
stretch coordinate to second order but emphasize that the methodbasis. For a stretch, the constraint is that the center of mass of
is simple and general. Direct expansions are sometimes notthe vibration remains fixed. The constraint is
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_ MMy + oMo
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We use the constraint equation explicitly by shifting to the center

of mass frame and by writing the atomic positions relative to
the center of mass

(27)

AL

ry= P~ r (28)
| —

o= (29)

wherer = ro — ry. With these substitutions, it is easy to express
the derivatives in eq 24. The result is
RN AR
9Q O my m,
whereu is the reduced mass afdo is the unit vector pointing
from the oxygen to the hydrogen. To generate the first term in

the expansionF, we apply the derivative operator to the
potential.

(30)

(1)

whereFy is the force on the hydrogen (oxygen). Evaluating
this term with the Velocity-Verlet algorithm is free because

the atomic forces are available at each time step. The expressio

for F is the same one that Rey and Hy#fassed in their study
of the vibrations of the CN anion in water. Evaluation of the
second derivative, costs onlyO(.172), whereas evaluation of
Hsp for several values o costsO(.17?) at each step. We write

VoVoV  2V,VoV N V,V,V
rnOZ rnorn_| m_‘Z
(32)

_ ;az_v _ #szofHo_
23Q° 2
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on either side of the operator. Ewald summatioVgfartitions

the sum over the molecules and their periodic images by a

pairwise sum and a sum in reciprocal wavevector spece,
Vpair + V.

1.1" A7
V=" =)+ TYAK)ISK)? 33
2;]_:%¢i¢(lr. ril) Z (K)[SK)I (33)

In the aboveS(k) = ¥,z €k is the ionic structure factog is
the charge of atorh, A(K) is an amplitude, ang(|ri — rj|) is
the pair potential energy between atomandj. The double
gradient operator ol contains three types of terms.

Wi e ¢'(rop) .
Vo VeVpair = _(¢ (o)l ol ap T T ; (1= Topl op)
Q
(= p) (34)
o ¢’(raﬁ o
Vo VoVour = ; (O L P e (Il O 9
=] lop

VoYV, = ZZkkA(k)zaRe(e_ik"“[zﬁ = (9))}

Substituting eq 34 into eq 32 yields the expressionGor
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